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ABSTRACT 
Park et al. (2007) published a paper that is related to similarity measures on intuitionistic fuzzy set which was published in 
Advances in Soft Computing.  Park et al. used an example to reveal that Liang and Shi (2003) published in Pattern 
Recognition Letters sometimes cannot solve pattern recognition problems. We follow their trend to provide an example 
such that Park et al. (2007) and Liang and Shi (2003) both failed to decide the best pattern for the given sample and then 
we prepare our approach to create a new recognition algorithm that consists of two new similarity measures. By the same 
numerical example, we show that our proposed algorithm can solve the pattern recognition problem. 
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1. INTRODUCTION 

Similarity measure is a powerful tool to solve 
pattern recognition problems. We study Liang and Shi 
(2003) and Park et al. (2007) to point out that sometimes 
their proposed similarity measures cannot help 
researchers to decide the best pattern for the proposed 
sample. Recently, there are many papers that worked on 
different research areas that are related to pattern 
recognitions. For examples, Ahn et al. (2008), Atanassov 
et al. (2005), Chen and Li (2010), De et al. (2001), Hung 
et al. (2010), Li (2010), Li and Cheng (2002), Liu and 
Wang (2007), Mitchell (2003), Wang et al. (2009), Xu 
(2009), Xu and Chen (2008), and Yong et al. (2004). 
 
2. REVIEW OF LIANG AND SHI (2003) 

AND PARK ET AL. (2007) 
We recall the similarity measure proposed by Liang 

and Shi (2003), 
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      2iBiABA xxi   ,  

      2iBiABAv xvxvi  , for every Xxi  , 

and the power index,  p1 . 

 
We construct the following example to illustrate 

that the similarity measure proposed by Liang and Shi 
(2003) cannot solve the pattern recognition problem with 

two patterns 1A  and 2A  was proposed, where 

 

      8.0,4.0,,5.0,1.0,,6.0,4.0, 3211 xxxA  ,                
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and one sample, B , where 
 

      6.0,3.0,,5.0,25.0,,55.0,25.0, 321 xxxB  .                 

(4) 
We found that for any p  with  p1 , 
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to demonstrate that Liang and Shi (2003) cannot decide 
the pattern of the given sample B . 
 

Next, we recall that Park et al. (2007) provided 
their new similarity measures for the discrete case as 
follows, 
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where      nixvxxA iAiA ,...,1:,,    and 

     nixvxxB iBiB ,...,1:,,   ,  
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 iBAv  in equation (1). For the continuous case, they 

assumed that 
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where        baxxvxxA AA ,:,,    and  

 

       baxxvxxB BB ,:,,     

 
 



                                 Vol. 4, No. 4 April 2014                                                                                                            ISSN 2225-7217 
ARPN Journal of Science and Technology 

©2011-2014. All rights reserved. 

 
http://www.ejournalofscience.org 

 
247 

with  
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 p1 , for the continuous case. 

 
For the same numerical example, we evaluate 

p
gS  to point out that  
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that is independent of the value of p . The above 

example demonstrates that Park et al. (2007) cannot help 
researcher select the best suitable pattern for the sample 
B .  
 

Consequently, in the next section, we will 
construct our approach to solve the dilemma appeared in 
equations (5) and (8). 
 
3. OUR NEW ALGORITHM FOR 

SIMILARITY MEASURES 
We will develop a new algorithm that consists of 

three similarity measure such that we can construct a 
series of examination to help decision makers solve 
pattern recognition problems.  First, based on the 
traditional geometric formula of distance, we apply the 
following similarity measure, 
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1.  We should point 

out that our result from equation (9) corresponds to 
equation (6) of Park et al. (2007). The difference is that 
we used a first exponential, then sum by our approach as 
opposed to the first sum, then exponential approach of 
Park et al. (2007).  If we consider the special case when 

1 , 1p  and nw j 1 , for nj ,...,1 , then the 

two similarity measures of equations (6) and (9) are 
identical. 
 

Next, we will apply the cosine similarity 
measure to define the second similarity measure, 
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with the same condition as equation (9). 
 

Due to the fact that the arithmetic mean will 
create a differentiated problem, we modified the first  

 
similarity measure to construct our third 

similarity measure as follows, 
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with the same condition of equation (9) where the 

adjusted coefficient, 21  , is to restrict the total sum 

within one that will be appeared both in the numerator 
and denominator so they are cancelled out. We will now 
apply our new algorithm to the previous unsolvable 
pattern recognition problems. 

 
4. OUR ALGORITHM FOR THE 

UNSOLVED DILEMMA 
For the unsolved problem of Liang and Shi 

(2003) and Park et al. (2007), we apply our algorithm to 
evaluate that 

         1
32111 05.0222322135.01,  wwwBAS    (12)
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 BAS ,21 , 

 

for any selection of jw  for 3,2,1j  with 0jw , for 

3,2,1j  and 1
3

1


j

jw , and any choice of   with 

1 . 
 

The above computation reveals that the first 
similarity measure cannot decide the best pattern for the 
given sample. 
 

Next, with uniformly weight with 

31321  www , we estimate  BAS ,12  and 

 BAS ,22  to imply that 

 

   937.0,12 BAS   944.0,22 BAS ,                  

(13) 
to imply that the sample B  should be assigned to pattern 

2A . 

 
5.  CONCLUSIONS 

In this paper, we have illustrated that the 
similarity measures of Liang and Shi (2003) and Park et 
al. (2007) are useless for our proposed example.  Hence, 
we constructed our proposed algorithm that consists of 
three similarity measures that can improve the deficiency 
in the similarity measures of Liang and Shi (2003) and 
Park et al. (2007).  Our proposed algorithm provides a 
new approach to solve pattern recognition problems that 
will help researchers to construct proper similarity 
measures for their investigated topic. 
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